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Abstract

The present paper describes construction of an algorithm for conjugate heat
transfer calculations in order to find the most suitable form for a heat sink.
Applying Volume Averaging Theory (VAT) to a system of transport equations, a
heat exchanger structure was modeled as a homogeneous porous media. The
example numerical simulations were performed for test sections with isothermal
structure as well as with heat conducting Al pin-fins. The geometry of the
simulation domain and boundary conditions followed the geometry of the
experimental test section used in the Morrin-Martinelli-Gier Memorial Heat
Transfer Laboratory at University of California, Los Angeles. The comparison of
the drag coefficient C; as a function of Reynolds number Re, reveals good
agreement with already published data, whereas the comparison of the Nusselt
number distributions shows much larger discrepancies. Finite conductivity of a
solid phase decreases the heat transfer coefficient and the Nusselt number. The
influence of conductivity becomes larger with increasing Reynolds number.

1 Introduction

Heat exchangers are one of the basic installations not only in power and
process industries, but also in electronic equipment production. Despite their
crucial role, there is still a great deal of empiricism involved in the design
procedure of heat exchangers. Namely, the development and application of heat
exchangers and their surfaces has taken place in a piecemeal fashion in a number



of rather unrelated areas, principally those of the automotive and prime mover,
aerospace, cryogenic and refrigeration sectors. Much detailed technology,
familiar in one sector, progressed only slowly over the boundary into another
sector [1]. Therefore, the unifying approach to select and to optimise the heat
exchanger design can bring significant cost reduction to industry.

The present paper is a part of a broader effort to develop a scientific
procedure for optimization of heat exchanger geometries. It describes
construction of an algorithm for conjugate heat transfer calculations in order to
find the most suitable form for a heat sink. Applying Volume Averaging Theory
(VAT) (see [2-4] for details) to a system of transport equations, a heat exchanger
structure was modeled as a homogeneous porous media. The interaction between
fluid and heat sink structure, the VAT equation closure requirement, was
accomplished with drag and heat transfer coefficients, which were taken from the
available literature and inserted into a computer code.

The example numerical simulations were performed for test sections with
isothermal structure as well as with heat conducting Al pin-fins. In both cases the
pin-fins had staggered arrangement with a pitch-to-diameter ratio of p/d = 1.5.
The Reynolds number, based on hydraulic diameter, spanned from Re;, = 167 to
Rej, = 1964. The calculated whole-section drag coefficient, thermal effectiveness
and Nusselt number were compared with available experimental data [5]. The
comparison shows a reasonable good agreement with experimental data despite
model simplifications.

2 Model

The airflow through a chip cooler structure can be described with basic mass,
momentum and heat transport equations [6]. Due to requirement for the model to
have short computing times, the transport equations have to be averaged over a
periodic control volume (see [4] for details). This volumetric averaging
technique (VAT) leads to a closure problem, where interface exchange of
momentum and heat between fluid and solid phase have to be described with
additional empirical relations e.g. a local drag coefficient C,; and a local heat
transfer coefficient /.

To further simplify the simulated system, fluid flow was taken as
unidirectional with a constant pressure drop. As a consequence, the velocity
changes only transverse to the flow direction. This means that the streamwise
pressure gradient across the entire simulation domain is balanced with shear
stresses. Thus the momentum equation can be written in differential form as:
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where o, is a fluid phase fraction, C; a local drag coefficient, S a specific
surface of porous media, Ap a pressure drop across simulation domain and ¢, a
simulation domain length.



The temperature field in fluid phase is formed as a balance between thermal
convection in the streamwise direction, thermal diffusion and heat, which is
transferred from solid phase to fluid. Thus the differential form of energy
equation for fluid phase is:
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where Ty is the fluid phase and 7 is the solid phase temperature. The heat
transfer between solid and fluid phase is modelled as a linear relation between
both phase temperatures, where /4 is a local heat transfer coefficient.

The chip cooler structure in each control volume is only loosely connected in
horizontal directions. As a consequence, only the thermal diffusion in vertical
direction is in balance with heat leaving the structure through a fluid-solid
interface, whereas the thermal diffusion in horizontal directions can be neglected.
This simplifies energy equation for solid phase to:
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where o is a solid phase fraction.

The eqs. (1-3), written with phase averaged variables, are equations for
steady-state transport of momentum and heat through homogeneous porous
media. The reliable empirical data for two additional parameters, a local drag
coefficient C, and a local heat transfer coefficient /2, were found in [7-9].

3 Simulation domain

The geometry of the simulation domain as well as boundary conditions for
eqs. (1-3) follow the geometry of experimental test section used in the Morrin-
Martinelli-Gier Memorial Heat Transfer Laboratory at University of California,
Los Angeles, where experimental data described in [5] were taken.
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Figure 1: Pin-fins arrangement in the simulated case.




3.1 Geometry

The general arrangement of pin-fins in the simulation domain is given in Fig.
1. The diameter of pin-fins was d = 0.003175 m (0.125"). The pitch-to-diameter
ratio in streamwise direction was set to p,/d = 1.06 and in transverse direction to
py /d = 2.12. The simulation domain consisted of 34 rows of pin-fins in
streamwise direction and 17 rows of pin-fins in transverse direction.

3.2 Boundary conditions

The no-slip boundary conditions for the momentum equation (1) were
implemented for all 4 walls parallel with the flow direction:
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As a flow driving force, the whole-section pressure drop Ap was prescribed. The
absolute values are summarised in Table 1.

For the fluid phase energy equation (2), the simulation domain inflow and the
bottom wall were taken as isothermal:
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whereas the rest of walls were considered as adiabatic:

aaixf(L 5.2)=0. %(;eo 2)=0, ©
%(xLz): , %()e,y,iz):o

For the solid phase energy equation (3), the bottom wall was prescribed as
isothermal, whereas the top wall was assumed to be adiabatic:
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The assumption about the isothermal bottom wall (5, 7) significantly differs from
the experimental set-up [5], where the pin-fins were connected with a conductive
base plate. Nevertheless, as the results will show, the presented model still give a
satisfactory approximation of the measured values.

The absolute temperatures in different simulation cases are summarised in
Table 1.



Table 1: Boundary conditions - pre-set values.

No.| Ap[Pa] | T [°C] | T,I°C] No.| Ap[Pa] | TwI[°Cl | Ty[°C
1 500 2220 3500 | 6 50.00 2220  35.00
2 6.00 2220 3500 |7 7465 2272|3430
3 8.00] 2220/ 3500 |8 180.4] 2295 31.56
4 10.00] 2220 35.00] |9 2799 2220/ 3030
5 30.00] 2220  35.00 |10 3857  2223] 29.88

4 Numerical methods

The transport equations (1-3) and boundary equations (4-7) were transformed
into the dimensionless form and then discretized following principles of the
finite volume methods [6, 10]. Due to boundary conditions (5-7), the velocity v,
as well as the solid phase temperature 7, were described as two-dimensional
scalar fields, whereas the fluid phase temperature 7;as a three-dimensional scalar
field. This resulted in a non-symmetric five diagonal matrix system for two-
dimensional scalar fields and a seven diagonal matrix system for three-
dimensional scalar fields.

In order to invert the matrix systems efficiently, a preconditioned conjugate
gradient method, described in [11], was adopted for this specific problem.

5 Results and discussion

The results of an example calculation are presented in Figs. 2 and 3. The
imposed pressure drop Ap = 180.4 Pa causes airflow of Reynolds number Re;, =
1295.12, where the definition of the Reynolds number is based on hydraulic
diameter d}, of hypothetical porous media channel:

R e ®)
Re, = dh=L[4 Q/]

\<’|§,|

v

~

€y marks a fluid phase volume and S;.,;a solid-fluid interface area.
Fig. 2 shows the temperature field in Al structure, whereas the temperature
field in airflow is revealed in Fig. 3.
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Figure 2: Temperature fields in solid at Re, = 1295.12, T,=22.2 °C, T =35 °C

The temperatures are presented with isotherms. In Fig. 2, the Al structure has
its highest temperature close to the isothermal bottom and the lowest close to the
upper edge, where the structure is exposed to the low-temperature inflow. Fig. 3
shows how air is gradually heated from the inlet on the left side to the outlet on
the right side. The lower part of the temperature field also shows the intensive
heating from the isothermal bottom boundary, which results in horizontal

thermal stratification of passing air.
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Figure 3: Temperature fields in air at Re, = 1295.12, T3,=22.2 °C, Ty =35 °C.

Beside the example calculation, two other series of calculations with 10
different pressure drops were performed. Boundary conditions for these
calculations are summarised in Table 1. In both series, the Al material properties
were taken for the heat sink and air material properties for coolant flow.
Nevertheless, the first series of calculations were made with infinite thermal

conductivity to inspect the influence of thermal conductivity.



As it is usually the case in such calculations, the whole-section drag
coefficient C, (9) and Nusselt number Nu (10) were calculated and compared
with experimental results [5].
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In the Nusselt number (10) definition, the convective heat transfer rate is defined
as
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whereas AT is a temperature difference between a heated bottom and inflow air.
The comparison on Fig. 4 shows the whole-section drag coefficient C, (9) as
a function of Reynolds number Re, (8). It reveals good agreement with already
published data. Nevertheless, at higher Reynolds number the difference of few
percents appears due to increasing turbulence, which was not taken into account
in the model.
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Figure 4: Reynolds number Re, dependence of drag factor C,,.

The comparison of the Nusselt number distributions in Fig. 5 shows much
larger discrepancies. Due to the difference in thermal boundary conditions, the
calculated data reveal up to 45 percent higher heat transfer rate than the
measured values. Furthermore, the calculated data reveals that finite conductivity



of the Al structure (marked with Al) decreases heat transfer coefficient and
Nusselt number. The influence of finite conductivity of the solid phase becomes
larger with increasing Reynolds number.
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Figure 5: Reynolds number Re, dependence of Nusselt number Nu.

The design of a heat exchanger involves consideration of both the heat
transfer rates and the mechanical pumping power expended to overcome fluid
friction and move the fluid through the structure. Thus the main design goal is to
maximise the heat transfer rate (11) at minimum pumping power:
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Fig. 6 shows the effectiveness of the heat transfer process defined as ratio
between the heat transfer rate (11) and the mechanical power (12) spent to
overcome the fluid-structure friction. The experimental as well as numerical
results are close together. At decreasing effectiveness, the influence of solid
structure finite thermal conductivity increases and reaches 15 percent at
Reynolds number Re;, = 2000.
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Figure 6: Reynolds number Re;, dependence of heat sink effectiveness Q/W .

As it is presented, the thermal effectiveness of the examined heat sink
reduces with increasing Reynolds number. Although, the lower Reynolds
numbers bring higher effectiveness, resulting low heat transfer rates have to be
compensated with a larger heat transfer surface and consequently with a larger
size of the heat exchanger. In some cases this is not possible due to economics
and size limitations.

6 Conclusions

The present paper describes an effort to develop a fast running numerical
algorithm for heat exchanger calculations. The purpose of the task was to
numerically investigate heat removal from an electronic chip. The heat sink
internal structure, in form of a staggered arrangement of pin-fins, was treated as
a homogenous porous media. The local values of drag and heat transfer
coefficients that were needed to close the transport equations were taken from [7-
9]. The resulting partial differential equations were discretized using the
momentum and energy conservation properties of the finite volume method. The
resulting system of semilinear equations was solved with a preconditioned
conjugate gradient method. To test the calculation procedure an experimental test
section that has been used in the Morrin-Martinelli-Gier Memorial Heat Transfer
Laboratory was selected.

Two series of calculations were performed for the Al heat sink cooled with
airflow. The calculated values of the whole-section drag coefficient show good
agreement with published data, whereas the calculated values of the Nusselt
number reveal large discrepancies due to differences in thermal boundary
conditions. Also the influence of finite thermal conductivity of the solid structure



was examined. It was shown that finite thermal conductivity of Al decreases
thermal effectiveness for 15 percent at Re, = 2000. Furthermore, it is expected
that at higher Reynolds number, this conductivity effect would increase.

The present results demonstrate that the selected approach is appropriate for
heat exchanger calculations were a thermal conductivity of a solid phase has to
be taken into account. The example calculations also verify that the developed
numerical code yields sufficiently accurate results to be applicable also
elsewhere.
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