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ABSTRACT
An algorithm for simulation of conjugate heat transfer used

to find the most suitable geometry for an electronic chip heat
sink is described. Applying Volume Averaging Theory (VAT) to
a system of transport equations, a heat exchanger structure was
modeled as a homogeneous porous media. The interaction
between the fluid and the structure, the VAT equation closure
requirement, was accomplished with drag and heat transfer
coefficients, which were taken from the available literature and
inserted into a computer code. The example calculations were
performed for an aluminum heat sink exposed to force
convection airflow. The geometry of the simulation domain and
boundary conditions followed the geometry of the experimental
test section. The comparison of the whole-section drag
coefficient and Nusselt number as functions of Reynolds
number shows a good agreement with the experimental data.
The calculated temperature fields reveal the local heat flow
distribution and enable further improvements of the heat sink
geometry.

NOMENCLATURE
A area Subscripts/Superscripts
Cd drag coefficient b base

d diameter f fluid
h heat transfer coeff. g ground
H domain height h hydraulic
L domain length in inflow
m mass flow rate o interfacial area
Nu Nusselt number out outflow
p pressure, pitch s solid
Q heat flow rate x,y,z spatial directions
Re Reynolds number

S specific interfacial areaGreek letters
T temperature α void fraction
u velocity ρ density
V volume λ hermal conductivity
W domain width µ ynamic viscosity
x,y, z spatial coordinates ν inematic viscosity

Ω olume

INTRODUCTION
Heat exchangers can be found in a number of different

industrial sectors where a need to transport heat from media to
media exist. Consequently, wide spread heat exchanger
application has caused development to take place in a
piecemeal fashion in a number of rather unrelated areas. Much
detailed technology, familiar in one sector, progressed only
slowly over the boundary into another sector [1].

To overcome historic difficulties, the unified description for
heat and fluid flow has to be found. For this purpose, we chose
Volume Averaging Theory (VAT) presented by Whiteker [2]
and further developed by Travkin and Catton [3 & 4] as one of
suitable options. Namely, applying VAT to a system of
equations, transport processes in a heat exchanger can be
modeled as a homogeneous porous media flow. The VAT
system of equations, however, require additional modeling or
experimental values to describe the interaction between fluid
and heat sink structure.

In the present paper VAT was used to model heat transfer
process in a computer chip heat sink (Fig. 1). The geometry and
boundary conditions closely follow the experimental studies at
the Morrin-Martinelli-Gier Memorial Heat Transfer Laboratory
at University of California, Los Angeles.

The finite volume calculations were performed for an
aluminum heat sink with a staggered pin-fin arrangement. Three
sets of calculations were made, each with different thermal
input. In all cases, the pitch-to-diameter ratio in the streamwise
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direction was set topx /d = 1.06 and in transverse direction to
py/d = 2.12. The Reynolds number, based on hydraulic diameter,
spanned fromReh = 159 toReh = 1898.

The results will show three-dimensional temperature field in
the fluid flow as well as in the heat sink structure for a thermal
input of 125W. Furthermore, the comparison of a whole-section
drag coefficientCd and Nusselt numberNu will demonstrate an
excellent agreement with the available experimental data [5].
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Figure 1: Experimental test section.

MODEL APPROACH
The airflow through an aluminum chip cooler structure can

be described with basic mass, momentum and heat transport
equations:

0=∂ ii u (1)

ijjffiijjf upuu ∂∂µ+−∂=∂ρ (2)

fjjffjjff TTuc ∂∂λ=∂ρ (3)

In the solid phase, heat is transferred only by thermal
conduction:

sjjs T∂∂λ=0 (4)

In order to develop a unified approach for heat exchanger
calculations, the transport equations (1-4) are averaged over a
periodic control volume (see [4] for details). Thus, the fluid
phase transport equations are transformed to

0=∂ iiû (5)

∫
∂

Ω∂µ+−∂∂µα+∆α−=∂ρα
A

ijffijjffffijjff dûp
A

VûAp̂Vûû
r

)(
1

(6)

∫
∂

Ω∂λ+∂∂λα=∂ρα
A

fjffjjfffjjfff dT
A

VT̂VT̂ûc
r1

(7)

Similarly, the solid phase transport equation is written in
averaged form as

∫
Ω∂

Ω∂λ+∂∂λα=
r

dT
A

VT̂ sjssjjss

1
0

(8)

To predict the temperature in the heat exchanger solid base, a
separate energy transport equation has to be written

VT̂bjjs ∂∂λ=0 (9)

As a result of the volumetric averaging, the spatial scale of
the phase-averaged values (eqs. 5-9) is much larger than the
scale of the local values (eqs. 1-4). The integrals in eqs. (6-8)
capture momentum and energy transport on the fluid-solid
interface. Similar to turbulent flow, separate models in the form
of closure relations are needed. In the present case, the integrals
in eqs. (6-8) are replaced with drag relation

oifdijjffffijjff AûCVûAp̂Vûû 2

2

1 ρ−∂∂µα+∆α−=∂ρα
(10)

and heat transfer relation

( ) osffjjfffjjfff AT̂T̂hVT̂VT̂ûc −−∂∂λα=∂ρα (11)

( ) osfsjjss AT̂T̂hT̂ −+∂∂λα=0 (12)

To further simplify the simulated system, the fluid flow was
taken to be unidirectional with a constant pressure drop. As a
consequence, the velocity changes only transverse to the flow
direction. This means that the streamwise pressure gradient
across the entire simulation domain is balanced with shear
stresses in the transverse (y andz) directions:

( )
L

p̂
SûCûû fdxzzxyyff

∆=ρ+∂∂+∂∂µα− 2

2

1 (13)

where∆p is positive.
As shown by the energy eq. (11), thermal convection in the

fluid phase is balanced with diffusion due to temperature
gradients as well as with heat transferred from conducting pin-
fins:

( ) ( )ST̂T̂hT̂T̂T̂T̂ûc sffzzfyyfxxfffxxfff −−∂∂+∂∂+∂∂λα=∂ρα
(14)

The chip cooler structure in each control volume is only
loosely connected in the horizontal directions. As a
consequence, only the thermal diffusion in the vertical direction
is in balance with heat leaving the structure through a fluid-
solid interface, whereas the thermal diffusion in the horizontal
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directions can be neglected. This simplifies the energy equation
for the solid phase to:

( )ST̂T̂hT̂ sfszzss −+∂∂λα=0 (15)

For heat transfer in the solid base the diffusion equation has
to be written for all three dimensions:

( )bzzbyybxxs T̂T̂T̂ ∂∂+∂∂+∂∂λ=0 (16)

The Volume Averaging Technique (VAT) leads to a closure
problem, where interface exchange of momentum and heat
between fluid and solid phase have to be described with
additional empirical relations for the local drag coefficientCd

(eq. 13) and the local heat transfer coefficienth (eqs. 14 & 15).
For these coefficients, reliable experimental data were found in
[8-10].

The resulting model of homogenous porous media flow,
summarized in eqs. (13-16), significantly differs from Darcy's,
Forchheimer's or Brinkman's models. The reason is not in
different physics, but rather in the mathematical consistency of
the developed transport eqs. (5-9) and availability of empirical
values for the drag coefficientCd and the heat transfer
coefficienth.

SIMULATION DOMAIN
The geometry of the simulation domain as well as the

boundary conditions for eqs. (13-16) follows the geometry of
the experimental test section [5]
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Figure 2: Pin-fins arrangement in the simulated case.

The general arrangement of pin-fins in the simulation
domain is given in Fig. 2. The diameter of pin-fins was
d = 0.003175m (0.125"). The pitch-to-diameter ratio in
streamwise direction was set topx /d = 1.06 and in transverse
direction topy /d = 2.12. The simulation domain consisted of 34
rows of pin-fins in the streamwise direction and 17 rows of pin-
fins in the transverse direction.

The no-slip boundary conditions for the momentum eq. (13)
were implemented for all 4 walls parallel with the flow
direction:

( ) 00 =z,ûx , ( ) 0=z,Wûx , ( ) 00 =,yûx , ( ) 0=H,yûx
(17)

As a flow driving force, the whole-section pressure drop∆p was
prescribed. The absolute values are summarized in Table 1.

For the fluid-phase energy equation (14), the simulation
domain inflow and the bottom wall were taken as isothermal:

( ) inf Tz,y,T̂ =0 , ( ) iff T,y,xT̂ =0 (18)

whereas the other walls were considered as adiabatic:

( ) 0=∂ z,y,LT̂fx , ( ) 00 =∂ z,,xT̂fy ,

( ) 0=∂ z,W,xT̂fy , ( ) 0=∂ H,y,xT̂fz

(19)

For the solid-phase energy equation (15), the bottom wall
was prescribed as isothermal, whereas the top wall was assumed
to be adiabatic:

( ) ifs T,y,xT̂ =0 , ( ) 0=∂ H,y,xT̂sz
(20)

The boundary conditions for the solid base show the
coupled nature of heat transfer between the homogenous porous
media flow (eqs. 14 & 15) and the base (eq. 16). Namely, the
heat fluxes on the interface has to be equal:

( ) ( ) ( )000 ,y,xT̂,y,xT̂,y,xT̂ szssfzffbzs ∂λα+∂λα=∂λ (21)

On the base bottom the isothermal boundary conditions were
prescribed

( ) gbb TH,y,xT̂ =− (22)

whereas the vertical walls were taken as adiabatic

( ) 00 =∂ z,y,T̂bx , ( ) 0=∂ z,y,LT̂bx ,

( ) 00 =∂ z,,xT̂by , ( ) 0=∂ z,W,xT̂by

(23)

Although, the calculations were made for thermal power of
50, 125 and 220W, the present paper shows the results for
125W only. For this case the preset pressure drops and absolute
temperatures in different simulation cases are summarized in
Table 1.

Table 1: Boundary conditions - preset values.

No. ∆∆∆∆p
[Pa]

Tin

[oC]
Tg

[oC]
No. ∆∆∆∆p

[Pa]
Tin

[oC]
Tg

[oC]
1 5.0 23.0 103.8 5 74.7 23.2 41.8
2 10.0 23.0 74.6 6 179.3 23.2 35.7
3 20.0 23.0 58.8 7 274.0 23.0 33.6
4 40.0 23.0 48.2 8 361.1 22.8 32.3
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NUMERICAL METHODS
The transport eqs. (13-16) and boundary equations (17-23)

were transformed into dimensionless form and then discretized
following principles of the finite volume methods [6 & 7]. Due
to the boundary conditions (17-23), the velocity in the
streamwise directionux as well as the solid-phase temperature
Ts were described as two-dimensional scalar fields, whereas the
fluid-phase temperatureTf and the base temperatureTb as a
three-dimensional scalar field. This resulted in a non-symmetric
five diagonal matrix system for two-dimensional scalar fields
and a seven diagonal matrix system for three-dimensional scalar
fields.

In order to invert the matrix systems efficiently, a
preconditioned conjugate gradient method, described in [11],
was adopted for this specific problem.

RESULTS AND DISCUSSION
The calculations were performed for imposed pressure

drops, which are summarized in Table 1. They cause a fluid
flow with Reynolds numbers fromReh = 159 to 1898, where the
definition of the Reynolds number is based on the hydraulic
diameterdh of the hypothetical porous media channel








 Ω
ν

=
ν

=
S

û
d

û
Re f

f

x
h

f

x
h 4

(24)

In all cases the thermal flow from the isothermal bottom was
adjusted to 125 W to match the experimental setup [5].
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Figure 3: Temperature field in fluid phase,Q = 125W,
Reh = 159.

The cross-section of the temperature fields for the example
calculations are presented in Figs. 3-6 where the temperature is
marked with isotherms. Figs. 3 shows temperature field in the
fluid-phase and Fig. 4 in the solid-phase and the base at
Reynolds numberReh=159.

It can be seen in Fig. 3 that the temperature field in the
fluid-phase is poorly developed. The isotherms are almost
vertical, which means that the base does not have significant
influence on temperature field development; most of the heat is
transferred from the pin-fins to the flow. The situation is

changes toward outflow on the right. The conducting pin-fins
immersed into a cross-flow manage to heat the fluid almost to
the solid phase temperature after passing a half the test section.
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Figure 4: Temperature field in solid phase,Q = 125W,
Reh = 159.

Fig. 4 shows that the solid-phase temperature is the lowest
close to the upper left edge of the simulation domain due to cold
air inflow and a large distance from the heated bottom. As it is
seen, the temperature rises fast from the inflow on the left, leaving
the right half of the heat sink structure isothermal.

In the next case (Figs. 5 & 6) the Reynolds numberReh is
increased to 1898. The fluid-phase temperature field in Fig. 5 is
much more developed as in the previous case. Close to inflow the
isotherms are vertical and the fluid phase is heated rapidly across
whole height of the test section.
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Figure 5: Temperature field in fluid phase,Q = 125W,
Reh = 1898.

Further downstream, as the fluid is heated, the isotherms
become tilted due to decreased rate of heat passing from the
structure to the fluid-phase. In addition, the increased influence of
thermal input through the bottom results in gradual horizontal
thermal stratification of passing air. With increasing thermal
power or/and length of the simulation domain, the horizontal
stratification becomes stronger.
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Figure 6: Temperature field in solid phase,Q = 125W,
Reh = 1898.

Fig. 6 presents the temperature field in the solid structure
and the base of the heat sink. Again the horizontal stratification
is much more feasible as in the case of Reynolds number
Reh = 159. The spacing between isotherms in the base (z < 0 ) is
larger than in the solid structure (z > 0 ), which indicates that
temperature gradients in the heat sink base are smaller than in
the solid structure. From on these observations, we can
conclude that, due to force convection, the effective
conductivity of the heat sink is much larger than thermal
conductivity of solid-phase (aluminum) alone.

More general comparisons of the whole-section drag
coefficientCd ,

SLû

p̂
C

xf

d 2)(

2

ρ
∆=

(25)

and Nusselt numberNu

fginb

h

AT̂T̂

dQ
ˆ

Nu
λ−

=
)(

& (26)

were also made. The results from the finite volume method
calculations were compared with experimental data [5].

The comparison in Fig. 7 shows the whole-section drag
coefficient Cd (eq. 25) as a function of the Reynolds number
Reh (eq. 24). It reveals an excellent agreement with the
experimental data. Also the comparison of the Nusselt number
distributions in Fig. 8 shows that only the slight difference to
the experimental data appears at higher Reynolds number.
Possible reason for this difference can be found in increasing
turbulence, which was not taken into account in both
computational models.
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Figure 7: Reynolds numberReh dependence of drag factorCd ,
125W of thermal power.
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Figure 8: Reynolds numberReh dependence of Nusselt number
Nu , 125W of thermal power.

CONCLUSIONS
The present paper describes an effort to develop a fast

running numerical algorithm for calculation of conjugate heat
transfer through a heat sink with a generalized geometry. For
that purpose the Volume Averaging Technique (VAT) was
employed in order to model the heat sink structure as the
homogeneous porous media.

The example calculations were made for an aluminum heat
sink with staggered pin-fins arrangement cooled with airflow.
The geometry of the simulation domain and boundary
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conditions followed the geometry of the experimental test
section used in the Morrin-Martinelli-Gier Memorial Heat
Transfer Laboratory at University of California, Los Angeles.
The local values of drag and heat transfer coefficients that were
needed to close the transport equations were taken from [8-10].
The resulting partial differential equations were discretized
using the momentum and energy conservation properties of the
finite volume method. The resulting system of semilinear
equations was solved with a preconditioned conjugate gradient
method.

To test the calculation procedure, a comparison with the
experimental data [5] was made. The calculated values of the
whole-section drag coefficient and the Nusselt number show an
excellent agreement with already published data. Plotted three-
dimensional temperature fields reveal the local heat transfer
conditions and enable corrections and optimization of the heat
exchanger geometry.

The present results demonstrate that the selected approach is
appropriate for heat exchanger calculations where a thermal
conductivity of a solid-phase has to be taken into account. The
example calculations also verify that the developed numerical
code yields sufficiently accurate results to be applicable also
elsewhere.
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